**Machine Learning Lab Manual**

**Title:-Introduction to how we add Pandas and numpy library in python**

**What is NumPy?**

NumPy stands for ‘Numerical Python’ or ‘Numeric Python’. It is an open source module of Python which provides fast mathematical computation on arrays and matrices. Since, arrays and matrices are an essential part of the Machine Learning ecosystem, NumPy along with Machine Learning modules like Scikit-learn, Pandas, Matplotlib, Tensor Flow, etc. complete the Python Machine Learning Ecosystem.

NumPy provides the essential multi-dimensional array-oriented computing functionalities designed for high-level mathematical functions and scientific computation.

NumPy’s main object is the homogeneous multidimensional array. It is a table with same type elements, i.e., integers or string or characters (homogeneous), usually integers. In NumPy, dimensions are called axes. The number of axes is called the rank.

**Why Use NumPy?**

In Python we have lists that serve the purpose of arrays, but they are slow to process.

NumPy aims to provide an array object that is up to 50x faster than traditional Python lists.

The array object in NumPy is called ndarray, it provides a lot of supporting functions that make working with ndarray very easy.

Arrays are very frequently used in data science, where speed and resources are very important.

**Why is NumPy Faster than Lists?**

NumPy arrays are stored at one continuous place in memory unlike lists, so processes can access and manipulate them very efficiently.

This behaviour is called locality of reference in computer science.

This is the main reason why NumPy is faster than lists. Also it is optimized to work with latest CPU architectures.

**Installation:** users can install NumPy via pip command:

**pip install numpy**

Numpy can be imported into the notebook using

import numpy as np

**What is Pandas?**

Pandas is a robust, popular, **open-source** Python package that is loaded with data science and data analysis methods andfunctions. It also helps in performing machine learning tasks. This open-source library was created by Wes McKinney in 2008 atAQR Capital Management. **Pandas** library provides flexible, expressive, and fast data structures that exploit numerical data andtime series.

**Why use Pandas?**

Pandas allow making judgments based on **statistical theories** by analyzing big data. In data science, relevant data is very crucial. Pandas make the messy data readable, structured, and relevant by cleaning them up. Pandas show **co-relations** between any two rows and columns. It also presents the average value, maximum value, and minimum value.

**Install Pandas with pip:**

**pip install pandas**

**Program 2-**

**Write a python program to NumPy Arithmetic Operations using Numpy library functions**

**NumPy Arithmetic Operations**

Arithmetic operations are possible only if the array has the same structure and dimensions. We carry out the operations following the rules of array manipulation. We have both functions and operators to perform these functions.

**NumPy Add function**

This function is used to add two arrays. If we add arrays having dissimilar shapes we get “Value Error”.

import numpy as np

a = np.array([10,20,100,200,500])

b = np.array([3,4,5,6,7])

np.add( a,b)

**NumPy Subtract function**

We use this function to output the difference of two arrays. If we subtract two arrays having dissimilar shapes we get “Value Error”

np.subtract(a, b)

**NumPy Multiply function**

We use this function to output the multiplication of two arrays. We cannot work with dissimilar arrays

np.multiply(a, b)

**NumPy Divide Function**

We use this function to output the division of two arrays. We cannot divide dissimilar arrays.

np.divide(a,b)

**Program-3**

**Write a python program for pandas library functions**

Pandas deals with the following three data structures −

* Series
* DataFrame
* Panel

These data structures are built on top of Numpy array, which means they are fast.

Dimension & Description

The best way to think of these data structures is that the higher dimensional data structure is a container of its lower dimensional data structure. For example, Data Frame is a container of Series, Panel is a container of DataFrame.

|  |  |  |
| --- | --- | --- |
| **Data Structure** | **Dimensions** | **Description** |
| Series | 1 | 1D labeled homogeneous array, sizeimmutable. |
| Data Frames | 2 | General 2D labeled, size-mutable tabular structure with potentially heterogeneously typed columns. |
| Panel | 3 | General 3D labeled, size-mutable array. |

Building and handling two or more dimensional arrays is a tedious task, burden is placed on the user to consider the orientation of the data set when writing functions. But using Pandas data structures, the mental effort of the user is reduced.

For example, with tabular data (DataFrame) it is more semantically helpful to think of the **index** (the rows) and the **columns** rather than axis 0 and axis 1.

### **Mutability**

All Pandas data structures are value mutable (can be changed) and except Series all are size mutable. Series is size immutable.

**Note** − DataFrame is widely used and one of the most important data structures. Panel is used much less.

Series

Series is a one-dimensional array like structure with homogeneous data. For example, the following series is a collection of integers 10, 23, 56, …

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 10 | 23 | 56 | 17 | 52 | 61 | 73 | 90 | 26 | 72 |

DataFrame

DataFrame is a two-dimensional array with heterogeneous data. For example,

|  |  |  |  |
| --- | --- | --- | --- |
| **Name** | **Age** | **Gender** | **Rating** |
| Steve | 32 | Male | 3.45 |
| Lia | 28 | Female | 4.6 |
| Vin | 45 | Male | 3.9 |
| Katie | 38 | Female | 2.78 |

The table represents the data of a sales team of an organization with their overall performance rating. The data is represented in rows and columns. Each column represents an attribute and each row represents a person.

## Panel

Panel is a three-dimensional data structure with heterogeneous data. It is hard to represent the panel in graphical representation. But a panel can be illustrated as a container of DataFrame.

**Program 4-**

**Program to calculate mean, median, mode of given number of dataset**

* **Mean**: We can define the mean as the average value of all numbers. It is also called the arithmetic mean. To find the average of all numbers, the basic approach or the arithmetic approach is to add all the numbers and divide that addition with the quantity of numbers. Let suppose, you have five numbers (2, 4, 3, 7, 9). To find the average of these numbers, you have to simply add them (2+4+3+7+9) and divide the addition with 5 (because it has five numbers).
* **Median**: The median is the middle value in a cluster of numbers or values. In this, the group of values remains sorted in either ascending or descending order. If there is an odd quantity of numbers, the median value will be in the middle having the same amount of numbersbefore and after it. Suppose we have 2, 3, 4, 5, 6, and then 4 is the median value in this number group.
* **Mode**: We can define mode as that particular number, which occurs most often in a cluster of numbers or values. The mode number will appear frequently, and there can be more than one mode or even no mode in a group of numbers. Suppose we have 3, 4, 7, 4, 2, 8, 6, 2. Then, here are two mode numbers, 4 and 2.

**Program 5-**

**IMPLEMENT LINEAR REGRESSION USING PYTHON.**

DESCRIPTION:

**Regression:** Regression analysis is one of the most important fields in statistics and machine learning. There are many regression methods available. Linear regression is one of them

**What Is Regression?**

Regression analysis is one of the most important fields in statistics and machine learning. There are many regression methods available. Linear regression is one of them. Regression searches for relationships among variables. For example, you can observe several employees of some company and try to understand how their salaries depend on the **features**, such as experience, level of education, role, city they work in, and so on. This is a regression problem where data related to each employee represent one **observation**. The presumption is that the experience, education, role, and city are the independent features, while the salary depends onthem.Generally, in regression analysis, you usually consider some phenomenon of interest and there have a number of observations. Each observation has two or more features. Following the assumption that (at least) one of the features depends on the others, you try to establish a relation among them. You need to find a function that maps some features or variables to others sufficiently well. The dependent features are called the **dependent variables**, **outputs**, or **responses**. The independent features are called the **independent variables**, **inputs**, or **predictors**.

**Implementing Linear Regression in Python**

It’s time to start implementing linear regression in Python. Basically, all you should do is apply the proper packages and their functions and classes.

**Python Packages for Linear Regression**

The package **scikit-learn** is a widely used Python library for machine learning, built on top of NumPy and some other packages. If you want to implement linear regression and need the functionality beyond the scope of scikit- learn, you should consider **stats models**. It’s a powerful Python package for the estimation of statistical models, performing tests, and more. It’s open source as well.

**Simple Linear Regression With scikit-learn**

Let’s start with the simplest case, which is simple linear regression. There are five basic steps when you’re implementing linear regression:

1. Import the packages and classes you need.

2. Provide data to work with and eventually do appropriate transformations.

3. Create a regression model and fit it with existing data.

4. Check the results of model fitting to know whether the model is satisfactory.

5. Apply the model for predictions.

**Program 6**

Implement Logistic Regression Model

## Logistic Regression

* Logistic regression is one of the most popular Machine Learning algorithms, which comes under the Supervised Learning technique. It is used for predicting the categorical dependent variable using a given set of independent variables.
* Logistic regression predicts the output of a categorical dependent variable. Therefore the outcome must be a categorical or discrete value. It can be either Yes or No, 0 or 1, true or False, etc. but instead of giving the exact value as 0 and 1, **it gives the probabilistic values which lie between 0 and 1**.
* Logistic Regression is much similar to the Linear Regression except that how they are used. Linear Regression is used for solving Regression problems, whereas **Logistic regression is used for solving the classification problems**.
* In Logistic regression, instead of fitting a regression line, we fit an "S" shaped logistic function, which predicts two maximum values (0 or 1).
* The curve from the logistic function indicates the likelihood of something such as whether the cells are cancerous or not, a mouse is obese or not based on its weight, etc.
* Logistic Regression is a significant machine learning algorithm because it has the ability to provide probabilities and classify new data using continuous and discrete datasets.
* Logistic Regression can be used to classify the observations using different types of data and can easily determine the most effective variables used for the classification. The below image is showing the logistic function:

![Logistic Regression in Machine Learning](data:image/png;base64,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)

**Program 7**

**Program for train and test dataset**

**What is Training Dataset?**

The ***training data is the biggest (in -size) subset of the original dataset, which is used to train or fit the machine learning model***. Firstly, the training data is fed to the ML algorithms, which lets them learn how to make predictions for the given task.

The training data varies depending on whether we are using Supervised Learning or Unsupervised Learning Algorithms.

For **Unsupervised learning**, the training data contains unlabeled data points, i.e., inputs are not tagged with the corresponding outputs. Models are required to find the patterns from the given training datasets in order to make predictions.

On the other hand, for supervised learning, the training data contains labels in order to train the model and make predictions.

The type of training data that we provide to the model is highly responsible for the model's accuracy and prediction ability. It means that the better the quality of the training data, the better will be the performance of the model. Training data is approximately more than or equal to 60% of the total data for an ML project.

## What is Test Dataset?

Once we train the model with the training dataset, it's time to test the model with the test dataset. This dataset evaluates the performance of the model and ensures that the model can generalize well with the new or unseen dataset. **The test dataset is another subset of original data, which is independent of the training dataset**. However, it has some similar types of features and class probability distribution and uses it as a benchmark for model evaluation once the model training is completed. Test data is a well-organized dataset that contains data for each type of scenario for a given problem that the model would be facing when used in the real world. Usually, the test dataset is approximately 20-25% of the total original data for an ML project.

At this stage, we can also check and compare the testing accuracy with the training accuracy, which means how accurate our model is with the test dataset against the training dataset. If the accuracy of the model on training data is greater than that on testing data, then the model is said to have over fitting.

The testing data should:

* Represent or part of the original dataset.
* It should be large enough to give meaningful predictions.

Splitting the dataset into train and test sets is one of the important parts of data pre-processing, as by doing so, we can improve the performance of our model and hence give better predictability.

![Train and Test datasets in Machine Learning](data:image/png;base64,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)

Therefore, if we train and test the model with two different datasets, then it will decrease the performance of the model. Hence it is important to split a dataset into two parts, i.e., train and test set.

**Program 8**

**Write a python program to implement clustering Algorithm**.

**Clustering:-**

Clustering is a set of techniques used to partition data into groups, or clusters. **Clusters** are loosely defined as groups of data objects that are more similar to other objects in their cluster than they are to data objects in other clusters. In practice, clustering helps identify two qualities of data:

1. Meaningfulness
2. Usefulness

**Meaningful** clusters expand domain knowledge. For example, in the medical field, researchers applied clustering to gene expression experiments. The clustering results identified groups of patients who respond differently to medical treatments.

**Useful** clusters, on the other hand, serve as an intermediate step in a [data pipeline](https://en.wikipedia.org/wiki/Pipeline_(computing)). For example, businesses use clustering for customer segmentation. The clustering results segment customers into groups with similar purchase histories, which businesses can then use to create targeted advertising campaigns.

The **k-means clustering** method is an [unsupervised machine learning](https://en.wikipedia.org/wiki/Unsupervised_learning) technique used to identify clusters of data objects in a dataset. There are many different types of clustering methods, but k-means is one of the oldest and most approachable. These traits make implementing k-means clustering in Python reasonably straightforward, even for novice programmers and data scientists.

If you’re interested in learning how and when to implement k-means clustering in Python, then this is the right place. You’ll walk through an end-to-end example of k-means clustering using Python, from preprocessing the data to evaluating results.

### **Understanding the K-Means Algorithm**

Conventional k-means requires only a few steps. The first step is to randomly select k centroids, where k is equal to the number of clusters you choose. **Centroids** are data points representing the center of a cluster.

The main element of the algorithm works by a two-step process called **expectation-maximization**. The **expectation** step assigns each data point to its nearest centroid. Then, the **maximization** step computes the mean of all the points for each cluster and sets the new centroid. Here’s what the conventional version of the k-means algorithm looks like:

#### **Implementation of the K-Means Algorithm**

The implementation and working of the K-Means algorithm are explained in the steps below:

**Step 1:** Select the value of K to decide the number of clusters (n\_clusters) to be formed.

**Step 2:** Select random K points that will act as cluster centroids (cluster\_centers).

**Step 3:** Assign each data point, based on their distance from the randomly selected points (Centroid), to the nearest/closest centroid, which will form the predefined clusters.

**Step 4:** Place a new centroid of each cluster.

**Step 5:** Repeat step no.3, which reassigns each datapoint to the new closest centroid of each cluster.

**Step 6:** If any reassignment occurs, then go to step 4; else, go to step 7.

**Step 7:** Finish